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This document contains notes I took during the events I managed to make it to at AAAI in New
Orleans, LA, including sessions of the new AAAI/ACM conference on AI, Ethics & Society (AIES),
IAAI, and EAAI. Please feel free to distribute it and shoot me an email at david_abel@brown.edu
if you �nd any typos or other items that need correcting.

1 Friday February 2nd

I arrived to the conference in the afternoon, starting with the Workshop session on Bandits.

1.1 Tutorial: Bandits

The tutorial is led by Tor Lattimore and Csaba Szepesvari. For more on bandits, I highly recom-
mend Alex Slivkins' new book draft on bandits1.

De�nition 1 (k-Armed Bandit): A k-armed bandit is a learning problem setting de�ned by
k �xed but unknown probabilistic reward functions, R1; : : : ; Rk , where the learning algorithm
with its environment by repeating the following two steps forn rounds:

1. Choose an armi 2 [1 : k].

2. Receive rewardr � Ri .

The goal is (usually) to maximize the long term sum of rewards.

There are loads of variants which we'll go over during the tutorial.
Overview:

� Bandit History. What are bandits? Why should we care?

� Finite-armed stochastic bandits. Dave: I changed sessions after this bit.

� Adversarial bandits.

� Contextual and linear bandits.

� Summary and discussion.

1.1.1 History

First some history. The �rst bandit algorithm was proposed by Thompson [108], where Thompson
thinks about clinical trials. He didn't however use the term \bandits". The term actually came
from Bush and Mosteller [15], who studied mice that solved bandit-like problems, and eventually
built a proper two armed bandit and tested it with graduate students.

1slivkins.com/work/MAB-book.pdf
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1.1.2 Why Care About Bandits?

Three reasons:

1. Loads of applications:Clinical trials, dose discovery, advert placement, network routing, game
playing, resource allocation, recommendation systems.

2. Isolate an important component of the full reinforcement learning problem: exploration vs.
exploitation.

3. Rich and beautiful mathematically.

1.1.3 What Makes a Bandit Problem?

As one might expect, folks have made loads of distributional assumptions. That is eachR might
come from a particular distributional family, such as Gaussian. More constraints on the bandit's
underlying distribution usually leads to better performance.

Q: How do we tell if our problem is a bandit problem?

A: Well, three properties that isolate a bandit problem:

1. Sequentially taking actions of unknown quality.

2. The feedback provides information about quality of chosen action.

3. There is nostate .

Note: there is no state in the sense that the underlying reward distributions don't change over
time, as a function of something about the environment changing. If you're a Bayesian, how much
information you've gathered can of course be treated as a state (that is, which round you're at of
the n total rounds).

Q: How do we measure performance of a bandit algorithm?

A: Regret!

De�nition 2 (Regret): Let � i be the mean reward of distributionRi . Then � � = max i � i . The
regret after n rounds is given by:

� n = n� � � E

"
mX

i =1

r i

#

; (1)

where r i is the reward received by the agent at roundi .

Note that policies for which the regret is sublinear are learning. Further, note that the goal of
minimizing regret is equivalent to maximizing cumulative reward received.

Sometimes we might care about�nding the best action as opposed to regret. We call this the simple
regret:
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De�nition 3 (Simple Regret): The simple regret is just the regret you pay on the last round:

� simple
n = E[� n ]: (2)

The simple regret is sometimes called \pure exploration". It exists in the literature, but we wont
focus on it here.

Note that the regret does not capture variance. The regret is just a number, but fails to capture
the risk of an algorithm. There is a literature focused on risk averse bandits.

Lemma 1.1. We can decompose the regret into the suboptimality gap,� i = � � � � i , for the i -th
arm over all n rounds:

� n =
KX

i =1

� i E[Ti (n)]; (3)

where Ti (n) is the number of times armi is chosen over each of then rounds.

This lemma is useful, as we can understand an algorithms regret in terms of minimizing the number
of times a bad arm is chosen.

Consider the following simple algorithm which we'll call \explore-then-commit":

1. Choose each actionm times.

2. Find the empirically best action:

�̂ n
i =

1
n

nX

i =1

r i (4)

3. Choosei � = max i �̂ n
i

To analyze this algorithm, we have to understand the prboability that �̂ n
i deviates from� � . We can

leverage our concentration inequalities, which we get from the law(s) of large numbers (chebyshev's,
markov's, and so on).

A common assumption is that of sub-gaussian. That is:

De�nition 4 (Subgaussian R.V.): A random variable is � -subgaussan if for all� 2 R:

M Z (� ) = E[exp(�Z )] � exp(� 2� 2=2); (5)

where M Z (� ) is the moment generating function.

Using this assumption, we can bound the deviation of the empirical mean from the true mean:
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Theorem 1.2. If Z1; : : : ; Zn are independent and� -subgaussian, then:

Pr

(

�̂ �

r
2� 2 log(1=� )

n

)

� � (6)

The proof leverages Cherno�'s method.
Q: Why not use Chebyshev's? Well, the dependence on� is much worse. We'd get:

r
� 2

n�
; (7)

whereas in the sub-gaussian case we get no� in the denominator.

So how can we use this to analyse our explore-then-commit algorithm? For simplicity let's assume
that k = 2. Also, let's assume that � 1 is the good arm. What is the regret of our explore-then-
commit?

Well:

� Let �̂ i be the aberage reward after exploring. The algorithm commits to the wrong arm if:

�̂ 2 � �̂ 1 � �̂ 2 � � 2 + � 1 � ^� 1 � � (8)

Critically, we note that �̂ 2 � � 2 + � 1 � ^� 1 is
p

2=m-subgaussian.

� So, leveraging this fact, the regret is:

� � m� + n� exp
�

�
m� 2

4

�
(9)

Neat! Something to think about is how the regret changes asm changes. The two above terms in
the regret e�ectively include our exploration and exploitation terms.

Now o� to the AI, Ethics and Society conference for discussions on AI & governance.

1.2 AAAI/ACM Conference on AI, Ethics & Society: AI & Governance

This session is on how to regulate AI.

1.2.1 Regulating AI: Proposal for a Global Solution [80]

The speaker is Olivia J. Erd�elyi, joint work with Judy Goldsmith.

Q: Why and how can we regulate AI?

� Why : AI is increasingly vital in human society. Regulation is essential to ensure AI is
bene�cial.
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� How : We need aglobalsolution:

{ AI's global impact targets the nation states' interdependence.

{ Domestic policies not suitable for transnational problems.

Conclusion : Let's start an International AI regulatory framework. Called: International AI
organization (IAIO).

Recipe for transnational regulation:

� Respect the rules of transnational legal ordering.

� Transnational Legal Order (TLO): The collections of norms and institutions that determine
practice of law across national jurisdictions.

� Crucial: no one-size-�ts-all solution. Governance choices always involve trade-o�s.

� Two components of the TLO:

1. Governance design component

2. Behavioral impact component

Preliminary conclusions for IAIO's con�guration:

� Informal intergovernmental organization

� Interim objective: support/coordinate national AI policies, avoid fragmentation, alleviate
tensions, avoid arms race.

� Composition:

{ Membership depending on institutional formality

{ Interdisciplinary expertise

{ Diverse stakeholders

Basically: let's set up an international, informal, regulatory body.

1.2.2 An Agile Model for the International Regulatory Body on AI [1]

The speakers are Wendell Wallach and Gary Marchant.

AI's development is unique relative to everything else we've seen before.

Note: \Hard Law" or traditional regulation is going to have very limited e�ect at regulating AI
due to the unique nature of the technology. Instead, we should target \Soft Law".

Their idea: coordinating technology governance committee. Acting like an \orchestra conductor"
to provide tools and subcommittees outside of any particular government. Emphasis on modularity
and exibility.
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Some practical issues: how do we fund it? how do we structure it?

Their main point is that the committee should be developed organically by the participants. They
propose two pilot projects: (1) AI and Robotics, (2) Synthetic Biology.

Major shift: the government cannot stay on top of the regulation of all of these technologies. In-
stead, we should encourage governments to enforce soft laws.

They propose a committeeBGI4AI.org with the agenda of targeting bias and transparaency stan-
dards. Lots of other parties jumping into this space: UN, WEF, ICRC, EU, IEEE, ISO, OpenAI,
AINow.

1.2.3 Regulating for Normal AI Accidents [69]

The speaker is Matthijs Maas. Trying to understand the failure modes of AI regulation.

Loads of issues with regulating AI. AI is complex and opaque, systems are tightly coupled and
fast. AI designers, trainers, and operators have objectives beyond safety. Competitive pressures
exacerbate risks (arms race, fog of war, ash of war).

A few points/criteria that summarize their work:

1. Accidents cannot be designed out: they're inevitable.

2. Claim: Regulation cannot solely trust either automated fail-safes or human-in-the-loop.

3. Regulation should focus on levers a�ecting accident risk: AI complexity, opacity, and so on.

1.2.4 (Best AIES-Co-Paper) An AI Race: Rhetoric and Risks [18]

The speakers are Stephen Cave and Sean O Heigeartaigh. This is the co-winner of the Best Paper
Award (for the AIES conference).

Achieving global leadership in AI is starting to be a priority for both nations and companies. We're
already seeing a narrative around an AI arms race with respect to technological superiority and
autonomous weapons. These risks include:

1. Risks of rhetoric alone:

(a) Hinders necessary broad debate and consultation

(b) Can spark an actual race

2. Risks of rhetoric and a race

(a) Corner-cutting on safety

(b) Increases risk of real conict

3. Risks of a race being won
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(a) Concentration of power

(b) Risks of abuse and conict.

Q: What can we meaningfully do about this?

A: Let's look at alternative narratives: AI for global good, cooperation on safety-critical systems,
responsible development for building public trust. That is: let's democratize the power and bene�ts
of AI. Then, it matters less who gets there �rst.

Finally: What should we in the research community do?

A: There might be an actual information hazard associated with talking about the power of AI.
If we distribute the knowledge to use AI. Thus: the role of the research community is to promote
positive narratives directly. Lobby policymakers for positive narratives.

1.2.5 Q & A: AI and Governance

They're now holding a quick Q&A with the speakers.

Q: Are there aspects of AI regulation that call for domain speci�c oversight?

� Wendell { Comprehensive oversight can anticipate developments across sub-disciplines. Sure,
we need domain speci�c regulation, too, but because we're dealing with a technology where
breakthroughs have such far reaching impact. So, we need both comphrensive and domain
speci�c regulation.

� Sean { I totally agree!

� Gary { Yeah, there are legitimately too many areas to cover.

Q: Regulation is important. But: lots of questions we need to answer like, why is AI any di�erent
from other tech?

� Gary { The only thing worse than too quick of regulation is too slow of regulation.

� Stephen { People are looking at the landscape of existing regulation and see what of it can
already address AI.

Q: If we're in soft law, you can't enforce certain aspects, how can we motivate people to cooperate
with the regulation?

� Gary { The aw in soft law is that it's hard to enforce. So, this is a major challenge for us to
focus on. We're working on it. For instance, we can change the scienti�c narrative like folks
have done with nanotech and stem cells. Already happening in liability insurance. Trying to
build a set of tools to deal with the problem.

� Olivia { Enforcability is an illusion. People will form a co-allition against whatever en-
forcements exist. We're looking for consensus, which is why we're all focusing on reaching
consensus.
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Dave: For the following questions, the panel had the audience ask several questions and let the
panelists decide which one to answer to. So, it wasn't obvious which question they were always
answering, but I tried to organize them as best I could.

Q: More of a comment. There are di�erent orgs whose focus are on regulation. I'm concerned about
this di�using regulation. Suppose you're outside academia and want to �nd an AI expert.

� Matthijs { One disadavantage of globalized regulation early, is that all of our eggs are in one
basket. If we mess it up, we lose legitimacy and poisons the well for future endeavors.

� Olivia { Constant dialogue and information exchange between various stakeholders is key. So,
let's encourage everyone to chat. We can learn from the �nancial regulatory conversations a
bit, but the risks are even more dramatic here.

Q: The �rst slide by Olivia said: \regulation is necessary to ensure AI is bene�cial". That's really
been a theme. In the Gary/Wendell talk, it's di�cult for regulatory agencies to keep up with
innovation. The Q: is it really the case that regulation is necessary now? Or is it more that some
idealized form of regulation is necessary sometime in the future? How much might the regulatory
framework harm the growth of bene�cial AI?

� Wendell { Well, we really need a good faith coordinating body like the UN that exposes the
rest of the world to AI. Lots of countries have no idea what to do. The stealth aspect that's
going on in AI can be damaging. Whether it's regulation or standards we have lots of folks
talking about transparency or bias. But we don't have standards for what kinds of systems
can industry or even individual actors deploy without it being of serious concerns, and what
kinds of systems can theynot deploy. These standards we need now. It's already on the table
today.

� Stephen { Evidence driven policy \would be a wonderful idea" (referred to Ghandi talking
about the western world), but sadly it doesn't happen all that often. There's a mix with AI
that it's both similar to previous technological revolutions but also new.
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